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Figure 4
1 Initialize domain di where i:= 1to m{number of domains) , discount factor df(di) , reward r(di)
2 Initialize counter ¢ where ¢:=1 to 5 (implies 5 days (or) the recent period) , time duration t(di) // spent in the domain
3 Initialize flag:= 1, temp, j //variables for sorting the domains based on the time duration
4 Initial reward value for all the domains r(d) := 1 tottime ;= 0
5 (=1
6 _if(c<=5)then [/ herec:=1implies dayl, ¢:=2 implies day 2 ...
] Group the web links visited by the user according to various domaing
8 Fori:= Ltomdo // implies for every group of web links related to domaing
9 t(di) ;= 7 (time spent by the web links related to domain di) // where d1 =sports,d2 = music, @3 = news ...
10 end for
i1 =1
12| [if{i<=m) then // sorting domains based on time duration
13 flag :=0
14 j:=0
15 —if(j<m-1) then
16 T if((t(di+1) > t{a]) & flag ) then
17 temp = dj
18 4 = djtt
19 dj+1:=temp
0 flag := 1
2 —end if
2 jizjtl
3 —end if
24 =i+l
5 L—endif
2 =1
2] if(i<=m)then
28 tottime ;= tottime + t(c)
I4) =i+l
30 end if
3 fori=1tomdo
R df(cf) := t{ai) / tottime // obtain the discount factor of all the domaing
3 end for
H for i=1tomdo
35 If (r(di+1) ! = null ) then
3% r{ di ) = r(di) + ( df{di) * r(di+1))
3 else
8 f(di) = r(di) + ( df{di) * 1)
39 end i
40 end for
1 c=ctl
R endif
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Figure 6
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1
APPARATUSES AND METHODS FOR
ASSESSING USER INTEREST SCORES AS
ALTERED BY FRIENDS INFLUENCE

TECHNICAL FIELD

The present invention generally relates to apparatuses and
methods for assessing interest scores of users as altered by
their friends’ influence, more particularly, calculating initial
interest scores for each user of a browsing application and a
social networking application and then assessing user interest
scores based on the initial interest scores, interest scores of
the friends, and friends’ influence.

BACKGROUND

In the context of exploding diversity and use of mobile
devices, a fundamental research challenge is delivering effi-
ciently and effectively the right information, to the right
people, atthe right time. Advertising is more productive when
the recommendations are selectively channeled, taking into
consideration the individual customer’s real interests. Con-
ventional systems select customers for product marketing
(e.g., targeted advertisements) based on demographics and/or
observed behavior from Web-based applications such as
social networking sites (e.g., Facebook, twitter, etc.). The
influence of friends on customer decisions has been consid-
ered, with social influence playing an important role in prod-
uct marketing.

Analyzing social network data to learn about users’ inter-
ests and transferring documents to users based on their pro-
files sketched using a database of keywords for the item
recommendation have been considered. Recently, some stud-
ies consider the likes and dislikes of an individual and his or
her friends’ interests and works out a separate ranking module
to understand the closeness of friends. Recommendation (i.e.,
selecting or organizing information for individual users) has
been an active application area for information filtering, Web
mining and machine learning research. Recent studies show
that combining conceptual and usage information can
improve the quality of Web recommendations.

Reinforcement learning is a new technique devised for
higher quality Web recommendations based on Web usage
data. Recent studies show that combining conceptual and
usage information can improve the quality of Web recom-
mendations. Reinforcement learning is a new technique
devised for higher quality Web recommendations based on
Web usage data.

Thus, the explosion of information is associated with an
explosion of information about the users of various network
applications that has the potential of being used to devise
more effective recommendation methods that would better
serve both product or information providers and the public.

SUMMARY

Embodiments described and claimed herewith use infor-
mation about the users of various network applications to
identify their interests and to assess interest scores. More
specifically, user interests and corresponding initial scores
may be determined based on percentages of time spent
recently browsing documents related to each interest, and the
interest scores are assessed by altering the initial scores to
take into consideration corresponding interest scores of
friends and friends’ influence. Friends may be identified, for
example, using call data records and/or information gathered
via social network applications.
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According to one exemplary embodiment, there is a
method for assessing user interest scores of users of a mobile
network. The method includes for each of a plurality of users
(A) determining initial interest scores corresponding to user’s
interests and interest scores of friends of the user for the user’s
interests, based on browsing information, and (B) assessing a
user’s interest scores based on the initial interest scores, the
interest scores of the friends, and friends’ influence. The
method further includes outputting a list including a subset of
the users selected based on the user’s interest scores.

According to another exemplary embodiment, there is an
apparatus for assessing user interest scores as altered by
friends’ influence, including an interface and a data process-
ing unit. The interface is configured to receive information
related to a plurality of users. The data processing unit is
configured (A) to determine initial interest scores corre-
sponding to user’s interests and interest scores of friends of
the user for the user’s interests based on browsing informa-
tion, (B) to assess user’s interest scores based on the initial
interest scores, the interest scores of the friends and friends’
influence, and (C) to output a list including a subset of the
users selected based on the user’s interest scores.

According to another exemplary embodiment, there is a
computer-readable medium non-transitory storing execut-
able codes which, when executed on a computer, make the
computer perform a method for assessing interest scores of
users of a mobile network. The method includes for each of a
plurality of users (A) determining initial interest scores cor-
responding to each user’s interests and interest scores of
friends of the user for the user’s interests, based on browsing
information, and (B) assessing user’s interest scores based on
the initial interest scores, the interest scores of friends, and
friends’ influence. The method further includes outputting a
list including a subset of the users selected based on the user’s
interest scores.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate one or
more embodiments and, together with the description,
explain these embodiments. In the drawings:

FIG. 1 illustrates a framework according to an exemplary
embodiment;

FIG. 2 is a flow diagram of a method for estimating influ-
ence of friends on the user as related to one domain according
to an exemplary embodiment;

FIG. 3 is a state action transition diagram for interest esti-
mation according to an exemplary embodiment;

FIG. 4 is a sequence of code exemplarily illustrating an
implementation of recent interest score estimation, according
to an embodiment;

FIG. 5 represents a flow diagram illustrating an exemplary
embodiment of applying a reward mechanism to estimate the
friends’ influence on the user;

FIG. 6 illustrates a collection of friends of a user and their
respective tags according to an exemplary embodiment;

FIG. 7 is a flow diagram of a method for assessing interest
scores of users of a browsing application and a social net-
working application according to an exemplary embodiment;
and

FIG. 8 is a schematic diagram of an apparatus for assessing
user interest scores as altered by friends’ influence according
to an exemplary embodiment.

DETAILED DESCRIPTION

The following description of the exemplary embodiments
refers to the accompanying drawings. The same reference
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numbers in different drawings identify the same or similar
elements. The following detailed description does not limit
the invention. Instead, the scope of the invention is defined by
the appended claims. The following embodiments are dis-
cussed, for simplicity, with regard to the terminology and
structure of a network communication system. However, the
embodiments to be discussed next are not limited to these
systems, but may be applied to other existing systems in
which a user has access to various pieces of information via a
browser-type application and interacts with other users via a
social network type of application.

Reference throughout the specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure or characteristic described in connection with an
embodiment is included in at least one embodiment of the
present invention. Thus, the appearance of the phrases “in one
embodiment” or “in an embodiment” in various places
throughout the specification is not necessarily all referring to
the same embodiment. Further, the particular features, struc-
tures or characteristics may be combined in any suitable
manner in one or more embodiments.

In the context of widespread network-connected mobile
devices, mobile network service providers find themselves in
a privileged position, allowing them to provide recommen-
dations for marketing and advertising to mobile phone users
based on analyzing information related to the users’ browsing
and social behavior via the network. Some of the following
embodiments implement new methods quantifying the
impact of interests manifested by social network friends on
users’ acceptance toward advertisements related to particular
fields of interest.

In assessing users’ acceptance, some embodiments take
into consideration both positive influences (that reinforce
user’s interest) and negative influences (that lower the likeli-
hood of acceptance from a level estimated based solely on the
user’s behavior).

It is desirable that assessing interest scores of users as
altered by their friends’ influence to include a feedback
reward mechanism based on a degree to which the user’s
interests coincide with his or her friends’ interests. Interest
scores of users which reflect not only users’ initial scores, but
are altered based on friends’ influence, enable the network
operator to selectively deliver customer-specific advertise-
ment. For example, a customer may be interested in having its
product advertisements delivered to users having a high inter-
est score (e.g., above a predetermined threshold, or a prede-
termined number of users having the highest score). In
another example, a customer may be interested in having an
enticing advertisement delivered to users having low scores
resulting mainly from friends’ influence. Using a feedback
mechanism (e.g., in the form of rewards) enhances the user
selection process by shuffling the ranking (i.e., scores) to
embed not only a user’s own interest but also friends’ influ-
ence. It is advantageous to provide customers with flexibility
and options in selecting users for targeted advertisement. On
the other hand, it is advantageous for users to receive both
recommendations better matched with their interests and
toward new potential interests that are inspired by their
friends’ interests.

Browsing applications provide information that enable
identifying and quantifying users’ interests based on param-
eters such as a volume of data pertaining to a specific field
downloaded/uploaded, amount spent and/or time spent by the
users to search and gain access to data pertaining to the
specific field, etc.

Social networking applications provide information that
may be processed to characterize a user’s social behavior.
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Friend networks are formed via social networking applica-
tions based on one-to-one interactions or joining groups.

Some of'the following embodiments combine the informa-
tion gathered for users of a (i.e., at least one) browsing appli-
cation and a (i.e., at least one) social networking application.
For example, from a user’s recent logs reflecting their brows-
ing pattern, the user’s interests may be identified and associ-
ated with initial interest scores. Then, using a reinforcement
learning type of approach related to friends of the user as
reflected by the user’s use of the social networking applica-
tion, interest scores are asserted based on the initial interest
scores, interest scores of the friends, and friends’ influence.

The framework according to some exemplary embodi-
ments is illustrated in FIG. 1. The friends’ influence may
reinforce the user’s interests (increase an interest score), the
user’s interest scores being altered depending on friends’
scores. Only a subset of friends may be considered, the subset
being selected based on the history of interaction as shown in
FIG. 1. Some embodiments calculate user interest scores
based on social networking behavior through the use of a
reinforcement model. FIG. 1 also illustrates the social net-
work friends’ impact on the user scores through a reward
mechanism. Mobile network operators have access to infor-
mation (browsing history and social network interaction his-
tory) that enables them to apply reinforcement techniques to
efficiently take into consideration the friends’ influence on
user choices in social computing. The interests of a user may
be identified through the application of a Q-learning model
and with reward calculation. The estimation matrices are
formed in this process based on a comparison of friends’
activity (the concept of friend being defined in social network
context) and interests. The interest scores then better indicate
users’ acceptance toward marketing and advertisement rec-
ommendations for specific topics (i.e., domains and sub-
domains that may be a user’s interest).

As illustrated in FIG. 1, an initial score calculation is per-
formed in module 100 for all users, one by one. Thus, focus-
ing on a user selected at 102, the selected user’s recent brows-
ing history is retrieved at 104. The user’s recent browsing
history is the information based on which the user’s interests
are identified and ranked via initial interest scores, at 106.

The social network/relationship evaluation is performed in
module 120. Here, based on the history of interaction of the
user retrieved at 122, friends are identified and their interest
scores are obtained at 124. For each of the friends as selected
one by one at 126, the friend’s influence is determined at 130.
The outputs of blocks 130 and 124 are then combined at 132
to be supplied to module 140.

Module 140 is configured to assess user interest scores
including the friends’ influence. A social computing model
organizes at 142 the user’s initial interest scores and the
friend-related information received from module 132
enabling to form an estimation matrix with positive and nega-
tive values at 144. This estimation matrix is used to obtain the
interest scores that include the friends’ influence, at 146.
Based on all user scores associated with fields and domains of
interest, subsets of users may be selected to launch marketing
campaigns at 148. The acceptance of information provided to
an individual user via these campaigns is fed back at 150 to
the initial scores calculation, i.e., module 100.

Inorderto provide good recommendations, the user brows-
ing pattern is retrieved and interpreted to identify and rank the
user’s interests. This approach allows frequently suggesting
domains/sub-domains that best satisfy the user, which
enables a self-interested module to maximize its revenue. In
order to flexibly adjust to a user’s current preferences, an
accessed recommendation returns profits (by receiving
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rewards) and an ignored recommendation loses credits (while
not receiving rewards). This type of trial-and-error learning
behavior is similar to reinforcement learning techniques.
However, in the context of a Q-learning model used in rein-
forcement learning, taking one action is independent of tak-
ing another (because future rewards are only based on future
recommendations and have no relationship to the current
recommendation). In other words, in the framework illus-
trated in FIG. 1, the learning strategy does not use the concept
of'states and state transition, considering the actions and their
corresponding rewards only.

The process framework illustrated in FIG. 1 enables find-
ing the recent interest scores of users for selecting users for
marketing campaigns. Both recent user activities and friends’
influence are analyzed based on the premise that the friends’
influence alters the interests of the user. The friends” influence
is weighted difterently for friends considered close to the user
(e.g., which have similar interest patterns to the user’s,
inferred from their recent browsing history) than for other
friends (e.g., the ones who do not have interest patterns simi-
lar to the user’s). The interest scores of friends for a domain
alter the initial user’s score for that domain in a manner
depending on each friend’s influence. This interest score of
the user including the friends’ influence provides a more
effective basis for selecting users for targeted advertisement
as demanded by customers.

The most popular social networking applications are Face-
book and Twitter, but other social networking applications
may be used to gather information on friends of users. The
browsing information may be gathered from Call Data
Records (CDRs) to identify user’s interests and generate ini-
tial interest scores. After identifying initial interest scores of
the user and his or her friends based on the browsing infor-
mation, Q-learning-type methods may be employed to deter-
mine reward values, altering the initial scores depending on
friends’ influence. The reward values depend on actions. The
reward alters the initial interest score in a manner determined
by a user’s action. For example, an action may refer to the
Web links related to a specific interest that the user has visited.

The interests may be hierarchically organized in domains
such as sports, music, etc., and sub-domains such as country-
western music being a sub-domain of music. Based on the
Web links the user has seen, a discount factor may be calcu-
lated. The discount factor may depend on the time spent by
the user displaying or searching Web links related to a par-
ticular interest (e.g., sub-domain). An initial reward value
may be chosen based on the time duration spent in the links,
and the new reward value may be calculated for every domain.
The reward values alter the initial scores of the user to yield
interest scores that take into consideration friends” influence.

Two issues arise in gauging the friends influence: identify-
ing the friends and assessing their closeness. The friends of
the user may be mobile network users and may be identified
based on call data records (e.g., friends of the user may be
found from the call graphs that are generated based on these
records). Alternatively or additionally, friends of the user may
be identified based on information gathered via one or more
social networking applications (e.g., friends may be found
from the social networking sites such as the twitter, Facebook,
blogs, etc.). The above described techniques for identifying
friends are exemplary and not intended to be limiting.

The closeness/influence of the friends may be represented
as atag value. This tag value corresponding to a friend may be
determined by comparing the browsing history and/or the
interests of the user and of the friend. For example, a friend
may be assigned a first tag (e.g., 2) if he has the similar
browsing pattern as that of the user (accepting more recom-
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mendations from an operator together), while another friend
may be assigned a second tag value (e.g., 1) if he does not
have a similar browsing pattern as the user. In another
example, the tag value may be assigned based on a compari-
son of the user’s interests and the friend’s interest over a long
term. The friend who has the first tag value has a higher
chance to reinforce (i.e., increase) the initial score than the
friend who has the second tag value. This tag value may be
flexibly chosen by the network operator depending upon a
target of user selection based on interest scores. An estimation
matrix is formed using the user’s initial scores and his friends’
initial scores. The matrix elements are determined by com-
paring the user’s domain reward value and friends’ domain
reward value. This value reinforces the user’s reward value in
the domain, which is used to make a decision on the user’s
selection for the campaign. The validity of this approach may
be verified by observing the user’s interest patterns over a
period of time based on information from the social network-
ing sites and also from the CDRs.

From an analytics product perspective, Mobile Broadband
Analysis is a term covering methods of characterizing and
predicting a user’s behavior based on his or her network usage
and spending details extracted from Call Detail Records
(CDRs). In addition to the CDRs, information provided by
Service Aware Support Nodes (SASN) may be combined and
used to select users for marketing campaigns to optimize the
likelihood that selected users will be interested in the targeted
products.

Some embodiments may be software and may be deployed
to run on already-existing hardware of the mobile network
operator. Other embodiments may be a combination of soft-
ware and hardware or a dedicated hardware interface with the
mobile network operator. Information on usage and spending
data obtained, for example, from the CDRs may be used in
combination with General Packet Radio Service (GPRS) data
that is obtained from the SASN node. Information indicative
of a user’s interests is retrieved from logs, and then inter-
preted taking into consideration the influence of the user’s
friends.

FIG. 2 is a flow diagram of a method 200 for estimating the
influence of friends on a user as related to one domain accord-
ing to an exemplary embodiment. First, at S210, information
on the user’s browsing pattern is retrieved (input). From this
information, a recent subset (e.g., the most recent five days) is
retained at S220 to apply a Q-learning technique to obtain the
initial domain score at S230. Meanwhile (or successively
with S210-S230) the close friends’ recent interests are ana-
lyzed, by finding the user’s closely connected friends using
CDRs and social networking sites at S240, and analyzing the
recent interests and obtaining a domain score for these friends
at S250.

Further, at S260, the output of S230 and S250 are com-
bined to form the friends’ estimation matrix with the scores of
user and friends for the domain. At S270, a final score is
obtained from the matrix.

In order to estimate the influence of the friends on the user,
the Web links the user has already seen may be analyzed and
classified based on their relevance to the domains considered.
The time spent browsing or searching for Web links related to
each of the domains is also analyzed and a Q-learning method
may be used to find the appropriate value (i.e., initial score)
when the next state is traversed. The system selects a state
(i.e., domain) to start initially and then traverses across the
states (i.e., considers other domains) based on the action of
the user. When a new state is encountered, a new reward value
is found for that state. When a system completes finding the
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reward values (i.e., initial scores) of the states, the next step is
forming of the friends’ estimation matrix.

In order to provide to a user recommendations, the domains
of interest of the user are analyzed and ranked. Various
domains like sports, music, news, etc. may be considered.
Sub-domains of each of the user’s domains of interest may
further be considered. The domains may be general areas in
which the network operators can launch campaigns. The sub-
domains are various specific divisions of the general domain.
For example, if sport is considered as the general domain,
then specific sub-domains may be cricket, tennis, soccer, etc.
For example, five domains and five sub-domain categories
under each domain may be considered. Analyzing the user’s
interest may be structured in two steps: a pre-processing step
and an actual processing step.

Focusing now on pre-processing, the CDR may provide
information such as calling numbers, called numbers, loca-
tion, time of each call and duration of each call. A Mobile
Switching Center (MSC) is a functional module of the net-
work operator (e.g., a GPRS network) that operates as a
telephone exchange making the connection between mobile
users within the network, from mobile users to the public
switched telephone network, and from mobile users to other
mobile networks. The MSC also administers handovers to
neighboring base stations, keeps a record of the location of
mobile subscribers, and is responsible for subscriber services
and billing. The Serving GPRS Support Node (SGSN) is a
component of a GPRS network, which handles all packet-
switched data within the network, e.g., the mobility manage-
ment and authentication of the users. The SGSN performs the
same functions as the MSC for voice traffic. A Gateway
GPRS Support Node (GGSN) or Service Aware Support
Node (SASN) is another component of the GPRS network
responsible for interconnecting the GPRS network and exter-
nal packet-switched networks, like the Internet and X.25 net-
works. Based on information extracted from the CDRs, the
network operator may infer the usage behavior of a network
subscriber (user) and send advertisement to those users most
likely to respond.

After the data collection, a look-up table may be generated
for the domains and the sub-domains. For example, five
domains such as computer, news, sports, music and recreation
may be considered, each domain having five sub-domains
that are analyzed for predicting the user’s interests. The look-
up tables are formed based on processing the Web documents
available for each sub-domain (category). These documents
are analyzed for the nature of the context and important
keywords under each category. The domain-specific key-
words are stored in the look-up tables. This database of words
is maintained for the analysis of the user’s interests.

Focusing now on the actual processing, an interest measure
is calculated using a Q-learning technique for calculating
initial scores of the domains based on the time spent by the
user to search or study websites/documents pertaining to each
domain. A reward score of the domain is obtained from an
initial reward value and a discount factor. The discount factor
for a specific domain is obtained based on a ratio of the time
spent on the specific domain and the time spent on other
domains. This technique can be visualized as the states rep-
resenting the different domains and the actions that connect
these states. The agent is the external system that tries to
analyze the user’s interests. The reward values are used again
in calculating the final domain score, which is compared with
the friends’ domain score in forming the estimation matrix.

Q-learning is a reinforcement learning technique that
works by learning an action-value function that gives the
expected utility of taking a given action in a given state and
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following a fixed policy thereafter. Q-learning may be
expressed by the following formula

Q51+ @) = Q51 @)L = (s, @)+ (s, a0)[Ris) + ymax Qlsier. ayen) |

The episode (e.g., playing of a game) of this method ends
when s,,, is the final state. Here R(s,) is the reward observed
from the state s, and the y is the discount factor. Here, the
reward and the discount factor are used to obtain the new
value of the reward for every domain. The formula above may
be modified to obtain the reward value for every state (do-
main) and this value used for finding the friends’influence on
the user’s interest. A formula to obtain the reward value of a
domain may be

Hd)=r(d)+Hdfd)*r(dy, 1))

where the reward value r(d,) is updated based on the discount

factor df(d,) and the previous reward value of the domains.

In order to assign an error factor that reinforces the user’s
domain value based on the friend’s interest in the domains, a
tag value is associated to the user’s friend. If the tag value is
2 (e.g., the friend and the user have similar interest patterns)
a new error value is found out and entered in the estimation
matrix. If the tag value of a user’s friend is 1, then the friend’s
domain reward value (i.e., initial score) is compared with the
user’s domain reward value. If the friend’s domain reward
value is smaller than the user’s domain reward value, a nega-
tive error factor is entered in the estimation matrix, and if the
friend’s domain reward value is larger than the user’s domain
value, the error factor as a positive value is entered in the
estimation matrix. This error factor is small and configurable.
The final domain reward value (i.e., interest score including a
friend’s influence) of the user is obtained by adding the
entries of the friend’s domain value from the estimation
matrix. The final value after the friend’s influence helps in the
selection of the user for the respective domain-specific cam-
paigns based on the highest preference of the interest.

The steps leading to the recent interest estimation for the
domains while applying Q-learning technique are explained
briefly below.

1. Recent interest scores are extracted before taking into
consideration the friend’s influence.

2. Interests are identified and the recent interest score may be
obtained by analyzing the browsing patterns of the user
during the most recent period of a predetermined duration
(e.g., five days). This predetermined duration may be
extended, e.g., up to one month if necessary. Analyzing the
browsing pattern may be performed by a stream analytic
tool, such as complex event process (CEP), using Erics-
son’s Multi Service Proxy (MSP), etc., or Smart RAN
Project.

3. A predetermined number of domains and sub-domains may
be considered. For example, five domains of interest
(sports, music, etc.) and five sub domains (e.g., cricket,
football, etc.) under every domain may be considered.

4. The process of reward estimation in the recent period (in
this case five days) loops over interests and time. For
example, for each day in the five-day period, the Web links
visited by the user are grouped together related to the
domains. For this purpose, the look-up tables generated
during the pre-processing may be used. These look-up
tables provide a database of the words related to every
domain. After parsing the Web links and comparing them
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with the database of words, they are tagged with the

domain name to which they closely relate and are grouped

together.

5. After grouping of the Web links, times spent in each domain
and the total time spent are calculated.

6. The domains may be ranked (ordered) based on the corre-
sponding time spent in each domain. Such an order may be
useful to identify the domains for which the user has higher
reward values (i.e., initial scores) since he or she spent
larger amounts of time by searching and analyzing Web
links pertinent to the respective domains. In this case, the
state is the domain with the highest contribution to the time
duration and the action is visiting the next subsequent
domain in order. FIG. 3 exemplarily illustrates a state
action transition diagram for interest estimation when the
domain with the highest contribution to the time duration is
sports, the next is music, then recreation, then computer
and finally news. In this case, the agent starts traversing the
domain sports (the domain with highest time duration),
music, recreation, computer, news, and finally the reward
scores are used to form the friends’ influence estimation
matrix.

7. After ranking the domains, the discount factor for every
domain may be calculated as a two-step process. In the first
step, the total time, which is the sum of all the time dura-
tions spent in all the domains, is calculated. In the second
step, the discount factor for a domain may be calculated as
a ratio of the times spent in the domain and the calculated
total time.

8. An initial reward value for each of the domains may be 1
(i.e., the optimistic value), and this value is updated each
time a new reward value corresponding to another day is
calculated. The reward value is calculated based on the
initial reward value, the discount factor of the domain, and
the reward value for the next subsequent domain. Since the
domains have been ordered based on the time duration, the
reward value of the first domain in the order is affected by
the reward value of the next domain in the order, and so on.
For the last domain in the order, since there is no next
domain, a smaller reward value is obtained because 1 is
used instead of a larger than 1 reward value of the next
domain and also because the discount factor is smallest
among the domains.

9. After the information for each of the five days is consid-
ered, initial scores corresponding to the user’s interest are
output to be used as input to the next phase in which the
friends’ influence is taken into consideration.

FIG. 4 is a sequence of code exemplarily illustrating an
implementation of recent interest score estimation, according
to an embodiment.

Further, a flow diagram illustrating an exemplary embodi-
ment of applying a reward mechanism to estimate the friends’
influence on the user is illustrated in FIG. 5. The reward
values of the user and the user’s friends in every domain are
used in forming the estimation matrix. For every domain, the
user’s reward value is compared with friends’ reward value in
that corresponding domain. An error factor that reinforces the
user’s domain value may be based on the friends’ interest in
the domains as previously explained. All the friends and all
the domains are considered.

The final domain value (i.e., interest scores including the
friends’ influence) obtained based on the friends’ value in the
domain. These final values for the domains may be sorted in
order to find the user’s the highest interest. The selection of
the user for the campaign is then based on these final values.
A user’s interests may be monitored over a period of time by
analyzing the social network data of the user.
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Steps 1, 2, 3 in the flow chart represent associating tag
values to the friends ofthe user based on the similarity of their
browsing patterns with that of the user. Step 4 represents an
initialization of the error factor value and the err_tag values
that are used in the calculation. In this embodiment, the error
factor=1/k (where k=number of friends of the user) and
err_tag=(error factor+f,(d,))/2 where f,(d,) is the reward
value of the friend(f,) in the domain d,. Steps 5 to 12 corre-
spond to a loop which enters values in elements of the esti-
mation matrix. These values are based on the tag values of the
friends and their domain scores. The negative value is entered
in the estimation matrix when the friends’ score in the domain
is smaller than the user’s score. In steps 17 to 19, the respec-
tive values from the estimation matrix are added for the vari-
ous domains considered. In steps 20 to 22, the values from the
estimation matrix under every domain are added to the
domain score of the user. The resulting final domain score
includes influence from the friends of the user, which enables
in the selection of the user for the final recommendation.

The estimation matrix is formed after analyzing the close
friends of the user from the social networking sites and from
CDRs. For example, FIG. 6 illustrates a collection of friends
of a user and their respective tags. The tag values may be
obtained by comparing the browsing history patterns of the
user and of his or her friends. A user’s friends having an
associated tag value of 2 have more impact on the user than
the user’s friends having an associated tag value of 1. The
error factor also depends on the tag values of the user’s
friends. This approach allows considering both the influence
of close friends and of the friends with close taste.

A numeric calculation according to one embodiment is set
forth below. The following numeric example is for illustration
purposes and is not intended to limit the various embodi-
ments. In this example, three domains (d,, d, and d;) and
three friends (friend 1, friend 2 and friend 3) are considered
for forming an estimation matrix illustrating the friends’
influence. The user’s reward value (initial scores) for the
domains d,, d, and d; are: U(d,)=0.8, U(d,)=0.566, and
U(d,)=0.4.

Friend 1’s scores for the domains d;, d, and d; are
f,(d,,)=0.7, £,(d,,)=0.451, f,(d,5)=0.44, and friend 1’s tag
value is tag(f;)=2. Friend 2’s scores are f,(d,,)=0.3,
£,(d,,)=0.22, f,(d,;)=0.11, and friend 2’s tag value is
tag(f,)=1. Friend 3’s scores are f;(d;,)=0.66, f;(d;,)=0.542,
f,(d;5)=0.123, and friend 3’s tag value is tag(f;)=2. Since the
number of the user’s friends is 3, the error factor is 15=0.333.

Ifthe tag value of a friend is 2, the friend’s influence value
entered into the estimation matrix is the average of the
friend’s reward value for the domain and the error factor. If
the tag value of a friend is 1, in order to estimate the friend’s
influence value to enter into the estimation matrix, the
friend’s reward value for the domain is compared with the
user’s reward value for the domain. If the friend’s reward
value for the domain is smaller than the user’s reward value
for the domain, then the friend’s influence value is negative of
the error value. If the friend’s reward value for the domain is
larger than the user’s reward value for the domain, then the
friend’s influence value is positive of the error value.

Since the tag value associated with friend 1 is 2 (e.g., the
history of browsing patterns of the user and of the friend are
the same; hence, the user likely responds to advertisement
similar to the friend’s response), there is no comparison of the
user’s domain score and the friend’s domain score. Friend 1’s
influence value for the estimation matrix is f,(d,)=(0.7+
0.333)/2 (the average of friend 1’s domain interest value and
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error value=0.5167). In the same manner, friend 1’s domain
d, and d, influence values and friend 3’s domain influence
values are determined.

Since friend 2’s tag value is 1, a comparison of friend 2’s
domain interest value and the user’s interest value is per- 5
formed for each domain. Since f,(d,, )<U(d,), f,(d,)==0.333,
and similar f,(d,,)<U(d,), f,(d,)=-0.333, and {,(d, ,)<U(d,),
f,(d;)=-0.333. If friend 2’s interest value in a particular
domain were larger than the user’s interest value in the same
domain, the positive value of error factor would have been 10
entered in the estimation matrix. Table 1 below illustrates the
estimation matrix obtained in the above calculation.

12

specific group. Friends’ influence on users may be recorded
and its evolution tracked. Using methods according to various
embodiments increases the percentage of users responding
when receiving an advertisement related to their highest inter-
est score. Usage of such methods also helps to improve the
business profit of the mobile network operators when adver-
tisements are sent only to the users more likely to respond.
The user scores including the friends’ influence enable the
network operator to better quantify the users’ interests using
information gathered from social networking sites. The meth-
ods may be extended to any number of social networking sites
auser accesses through his or her mobile phone. The methods

Friend 1(f1) Friend 2(2) Friend 3(f3)
Domains d, d, d; d; d, ds d; d, d;
d, 0.5167 — — -.33 —  0.3865 — —
d, — 0.3150 — — =33 — — 0.436 —
dy — — 0.3865 — -33 — —  0.2265

Since the number of friends of the user considered here is
3 (k=3) the error factor is small, about 0.33. The friends’
domain value is compared with the user’s domain value, and
the corresponding entries for the error factor are added in the
estimation matrix. The negative effect reflects disinterest in
the domain. Ifnone of the friends are interested in the domain,
then the user’s reward value (initial interest score) corre-
sponding to that domain is lowered due to the negative effect
of the error factor. The sum of the friends’ influence value is
added to the user’s domain reward.

The negative value is entered in the matrix based on the tag
value associated with the friends of the user. If the tag value is
2 (e.g., the friends had a similar browsing history as that of the
user, and the user is likely to respond the same way as the
friends), the influence is positive, increasing the user’s initial
score. The friend influence may be negative only when the tag
value is 1 (e.g., friends with a browsing history pattern that is
not similar to the user’s browsing history pattern). The nega-
tive values lower the final domain score of the user. In the
above numerical example, friend 2 has a negative influence
because his tag value is 1, and all his domain values are lower
than the user’s domain value for the same domain, while
friends 1 and 3 have positive influences.

The final value of the domain d, for the user is U'(d,)=U
(dp+f, (dD+E,(d))+£5(d,)=0.8+0.5167+(-0.33)+0.3865. The
final value of the domain d, for the user is U'(d,)=U(d,)+f;
(d,)+£5(d,)+15(d,)=0.7+0.3150+(-0.33)+0.436=0.9870. The
final value of the domain d; for the user is U'(d;)=U(d;)+f;
(d3)+1,(d3)+15(d5)=0.4+0.3865+(-0.33)+0.2265=0.6830.

In this case, the final values for the user have the same order
as the user’s reward value (initial scores).

Using social computing framework and users’ interest
scores, including friends’ influence enables selecting a spe-
cific set of users when any new marketing campaign is
launched. This approach takes into consideration friends’
influence on users, leading to achieving a higher response
percentage, thereby increasing the customers’ satisfaction on
the operators’ initiatives. Hence, some embodiments provide
the mobile network operators versatile tools to choose users
for targeted advertisement. In other words, information pro-
cessing leading to user interest scores that include friends’
influence allows better selecting users for domain-specific
advertisement. A network operator using embodiments
described above is enabled to launch new customized adver-
tisement based on the information extracted from the domain-
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are also helpful in improving the loyalty of users by reducing
the volume of unsolicited information, with users receiving
more relevant advertisements.

A flow diagram of a method 700 for assessing user interest
scores of users of a mobile is illustrated in FIG. 7. Method 700
includes for each of a plurality of users (A) determining initial
interest scores corresponding to a user’s interests and interest
scores of friends of the user for the user’s interests, based on
browsing information, at S710, and (B) assessing a user’s
interest scores based on the initial interest scores, the interest
scores of the friends, and friends’ influence at S720. Method
700 then includes outputting a list including a subset of users
selected based on the users’ interest scores, at S730.

The browsing information may be gathered via a browsing
application but the term “browsing” is not intended to be
limited to Internet browsing, but other applications accessing
data may be used. The friends of the user may be mobile
network users and may be identified based on call data
records (CDRs). For example, friends of the user may be
found from the call graphs that are generated through the
CDRs. A call graph connects the persons from the list of the
calls and the messages made to each other (this indirectly
indicates the closeness of the user and his friends). Alterna-
tively or additionally, friends of the user may be identified
based on information gathered via a social networking appli-
cation. Friends may be found from the social networking sites
such as the twitter, facebook, blogs, etc. through the com-
ments and the posts, lists of photo shared, through the tweets
and the friend followers etc. Yet the friends of the users may
be identified based on frequency and time of viewing the
same website or being member of the same interest group
(e.g., browsing the same photo collection, etc.).

The user’s interests may be determined based on the user’s
browsing history over a predetermined recent period of time
(e.g., five days or a month). In determining user interests,
look-up tables including words relevant for domains and or
sub-domains may be used. The user’s interests may be struc-
tured as domains up to a first predetermined number of
domains, and as sub-domains up to a second predetermined
number of sub-domains for each domain.

In some embodiments, each of the initial interest scores
corresponding to one of the user’s interests may be calculated
using a ratio of the time spent browsing content related to the
corresponding one of the user’s interests and a total browsing
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time. The interest scores of the friends are determined in the
same manner as the initial interest scores of the user.

A friend’s influence is positive if a user’s recent browsing
pattern is similar to the friend’s recent browsing pattern. If the
user’s recent browsing pattern is not similar to the friend’s
recent browsing pattern, a friend’s influence for a specific
interest may be negative if the user’s initial score for the
specific interest is larger than friend’s initial score for the
specific interest, but may be positive otherwise.

Assessing the user’s interest scores may include (A) cal-
culating an error factor that is equal to 1 over a number of the
friends taken into consideration, (B) for each interest and
each friend, calculating a friend’s contribution to a user’s
interest score for the interest according to predetermined
rules. These rules may be (i) if the user’s recent browsing
pattern is similar to the friend’s recent browsing pattern, the
friend’s contribution is an average between a friend’s interest
score for the interest and the error factor, and (ii) if the user’s
recent browsing pattern is not similar to the friend’s recent
browsing pattern, the friend’s contribution is (a) equal to the
error factor if the friend’s interest score for the interest is
larger than the initial interest score for the interest, and (b)
equal to negative of the error factor otherwise. Then, for each
interest, the user’s interest score may be calculated as a sum
of the initial interest score for the interest and, for all the
friends considered, the friend contribution to the user’s inter-
est score for the interest.

Method 700 may further include performing a market
study based on the user’s interest scores of the users and/or
distributing one or more advertisements according to a strat-
egy based on the user’s interest scores of the users.

The disclosed exemplary embodiments provide a parallel
computing system, a method and a computer program prod-
uct for determining a number of resources to be used for a
computing job to minimize energy consumption. It should be
understood that this description is not intended to limit the
invention. On the contrary, the exemplary embodiments are
intended to cover alternatives, modifications and equivalents,
which are included in the spirit and scope of the invention as
defined by the appended claims. Further, in the detailed
description of the exemplary embodiments, numerous spe-
cific details are set forth in order to provide a comprehensive
understanding of the claimed invention. However, one skilled
in the art would understand that various embodiments may be
practiced without such specific details.

A schematic diagram of an apparatus 800 for assessing
user interest scores as altered by friends’ influence according
to another exemplary embodiment is illustrated in FIG. 8. The
apparatus 800 includes an interface 810 and a data processing
unit 820 (CPU, i.e., hardware, such as a processor, for data
processing and carrying out instructions). The interface 810 is
configured to receive information related to a plurality of
users using a browsing application and a social networking
application. The data processing unit 820 is configured (A) to
determine initial interest scores corresponding to user’s inter-
ests and interest scores of friends of the user for the user’s
interests based on the information based on usage of the
browsing application, wherein the friends of the user are
among the users and are identified based on usage of the
social networking application, (B) to assess user’s interest
scores based on the initial interest scores, the interest scores
of the friends and friends” influence, and (C) to output a list
including a subset of users selected based on the users’ inter-
est scores. Apparatus 800 may include a memory 830 non-
transitory storing executable codes which, when executed on
a data processing, unit make the apparatus perform a method
for assessing user interest scores of users of a browsing appli-
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cation and a social networking application. The memory may
also store the information received via the interface 810 and
or user interest scores to enable tracking their evolution.

The data processing unit 820 may include (A) an initial
scores-calculating module configured to determine initial
interest scores corresponding to user’s interests, (B) a social
network relationship module configured to identify the
friends of the user and to calculate the interest scores of
friends of the user for the user’s interests, and (C) a friends’
influence estimation module configured to assess the user’s
interest scores based on the initial interest scores, the interest
scores of the friends and the friends’ influence.

The data processing unit 820 may further be configured to
determine the user’s interests based on the user’s browsing
history over a predetermined recent period of time. The data
processing unit 820 may also be configured to determine each
of'the initial interest scores corresponding to one of the user’s
interests using a ratio of time spent on browsing content
related to the corresponding one of the user’s interests and a
total browsing time, and optionally configured to determine
the interest scores of the friends in the same manner as the
initial interest scores of the user.

Optionally, the data processing unit 820 may be configured
to consider a friend’s influence to be positive if a user’s recent
browsing pattern is similar to the friend’s recent browsing
pattern. The data processing unit may also be configured so
that if the user’s recent browsing pattern is not similar to the
friend’s recent browsing pattern, to consider a friend’s influ-
ence for a specific interest negative if the user’s initial score
for the specific interest is larger than the friend’s initial score
for the specific interest, but positive otherwise.

The data processing unit may be configured to assess the
user’s interest scores by (A) calculating an error factor that is
equal to one over a number of the friends taken into consid-
eration, (B) for each interest and each friend, calculating a
friend’s contribution to a user’s interest score for the interest
based on predetermined rules and (C) for each interest, cal-
culating the user’s interest score as a sum of the initial interest
score for the interest and, for all the friends considered, the
friend contribution to the user’s interest score for the interest.
The predetermined rules may include (i) if the user’s recent
browsing pattern is similar to the friend’s recent browsing
pattern, the friend’s contribution is an average between a
friend’s interest score for the interest and the error factor, and
(ii) if the user’s recent browsing pattern is not similar to the
friend’s recent browsing pattern, the friend’s contribution is
(a) equal to the error factor if the friend’s interest score for the
interest is larger than the initial interest score for the interest,
and (b) equal to negative of the error factor otherwise.

The data processing unit 820 may also be configured to
perform a market study based on the user’s interest scores,
and/or to distribute one or more advertisements according to
a strategy based on the user’s interest scores.

One exemplary embodiment is a computer program prod-
uct stored on a computer-readable storage medium non-tran-
sitory storing computer-readable instructions which, when
executed on a computer, make the computer perform a
method for assessing user interest scores of users of a brows-
ing application and a social networking application such as
method 700. Any suitable computer-readable medium may be
utilized, including hard disks, CD-ROMs, digital versatile
disc (DVD), optical storage devices, or magnetic storage
devices such a floppy disk or magnetic tape. Other non-
limiting examples of computer-readable media include flash-
type memories or other known memories.

The disclosed exemplary embodiments provide methods
and apparatuses for assessing user interest scores of users of



US 9,081,859 B2

15

a browsing application and a social networking application. It
should be understood that this description is not intended to
limit the invention. On the contrary, the exemplary embodi-
ments are intended to cover alternatives, modifications and
equivalents, which are included in the spirit and scope of the
invention as defined by the appended claims. Further, in the
detailed description of the exemplary embodiments, numer-
ous specific details are set forth in order to provide a compre-
hensive understanding of the claimed invention. However,
one skilled in the art would understand that various embodi-
ments may be practiced without such specific details.

Although the features and elements of the present exem-
plary embodiments are described in the embodiments in par-
ticular combinations, each feature or element can be used
alone without the other features and elements of the embodi-
ments or in various combinations with or without other fea-
tures and elements disclosed herein.

This written description uses examples of the subject mat-
ter disclosed to enable any person skilled in the art to practice
the same, including making and using any devices or systems
and performing any incorporated methods. The patentable
scope of the subject matter is defined by the claims, and may
include other examples that occur to those skilled in the art.
Such other examples are intended to be within the scope of the
claims.

What is claimed is:

1. A method for assessing user interest scores of users of
mobile network, the method comprising:

for each of a plurality of users,

determining initial interest scores corresponding to
user’s interests and interest scores of friends of the
user for the user’s interests, based on browsing infor-
mation, and

assessing user’s interest scores based on the initial inter-
est scores, the interest scores of the friends and
friends’ influence, wherein the friends’ influence is
inferred based at least on comparing browsing pat-
terns of the user and the friends of the user, respec-
tively; and

outputting a list including a subset of the users selected

based on the user’s interest scores,

wherein

a friend’s influence is positive if user’s recent browsing

pattern is similar to friend’s recent browsing pattern,

if the user’s recent browsing pattern is not similar to the

friend’s recent browsing pattern, a friend’s influence for
a specific interest is negative if the user’s initial score for
the specific interest is larger than friend’s initial score for
the specific interest, and is positive otherwise, and

the assessing of the user’s interest scores includes:

calculating an error factor that is equal to one divided by
a number of the friends taken into consideration;
for each interest and each friend, calculating a friend’s
contribution to a user’s interest score for the interest
as follows:
if the user’s recent browsing pattern is similar to the
friend’s recent browsing pattern, the friend’s con-
tribution is an average between a friend’s interest
score for the interest and the error factor;
if the user’s recent browsing pattern is not similar to
the friend’s recent browsing pattern, the friend’s
contribution is (A) equal to the error factor if the
friend’s interest score for the interest is larger than
the initial interest score for the interest, and (B)
equal to negative of the error factor otherwise; and
for each interest calculating the user’s interest score as a
sum of'the initial interest score for the interest and, for
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all the friends considered, the friend contribution to
the user’s interest score for the interest.

2. The method of claim 1, wherein the friends of the user
are identified based on call data records or a call graph.

3. The method of claim 1, wherein the friends of the user
are identified based on information gathered via a social
network application.

4. The method of claim 1, wherein the user’s interests are
determined based on user’s browsing history over a predeter-
mined recent period of time.

5. The method of claim 4, wherein each of the initial
interest scores and the friend’s scores corresponding to one of
the user’s interests is calculated using a ratio of a time spent
on browsing content related to the corresponding one of the
user’s interests and a total browsing time.

6. The method of claim 1, wherein the user’s interests are
structured as domains up to a first predetermined number of
domains, and as sub-domains up to a second predetermined
number of sub-domains for each domain.

7. The method of claim 1, further comprising:

performing a market study based on the user’s interest

scores of the users.

8. The method of claim 1, further comprising:

distributing one or more advertisements according to a

strategy based on the user’s interest scores of the users.

9. An apparatus for assessing user interest scores as altered
by friends’ influence, the apparatus comprising:

an interface configured to receive information related a

plurality of users; and

a data processing unit including at least a processor and

configured

to determine initial interest scores corresponding to
user’s interests and interest scores of friends of the
user for the user’s interests based on browsing infor-
mation;

to assess user’s interest scores based on the initial inter-
est scores, the interest scores of the friends and
friends’ influence; and

to output a list including a subset of the users selected
based on the user’s interest scores,

wherein the data processing unit is configured to infer the

friends’ influence based at least on comparing browsing
patterns of the user and the friends of the user, respec-
tively,

wherein the data processing unit is configured

to consider a friend’s influence to be positive if user’s
recent browsing pattern is similar to friend’s recent
browsing pattern,
if the user’s recent browsing pattern is not similar to the
friend’s recent browsing pattern, to consider a
friend’s influence for a specific interest negative if the
user’s initial score for the specific interest is larger
than friend’s initial score for the specific interest, and
positive otherwise, and
to assess the user’s interest scores by:
calculating an error factor that is equal to one over a
number of the friends taken into consideration;
for each interest and each friend, calculating a friend’s
contribution to a user’s interest score for the interest
as follows:
if the user’s recent browsing pattern is similar to the
friend’s recent browsing pattern, the friend’s con-
tribution is an average between a friend’s interest
score for the interest and the error factor;
if the user’s recent browsing pattern is not similar to
the friend’s recent browsing pattern, the friend’s
contribution is (A) equal to the error factor if the
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friend’s interest score for the interest is larger than

the initial interest score for the interest, and (B)

equal to negative of the error factor otherwise; and

for each interest calculating the user’s interest score as a

sum of'the initial interest score for the interest and, for

all the friends considered, the friend contribution to
the user’s interest score for the interest.

10. The apparatus of claim 9, wherein the data processing
unit is configured to identify the friends of the user based on
call data records or a call graph.

11. The apparatus of claim 9, wherein the data processing
unit is configured to identify the friends of the user based on
information gathered via a social network application.

12. The apparatus of claim 9, wherein the data processing
unit includes

an initial scores calculating module configured to deter-

mine initial interest scores corresponding to user’s inter-
ests;
asocial network relationship module configured to identify
the friends of the user and to calculate the interest scores
of friends of the user for the user’s interests; and

afriend’s influence estimation module configured to assess
the user’s interest scores based on the initial interest
scores, the interest scores of the friends and the friends’
influence.

13. The apparatus of claim 9, wherein the data processing
unit is configured to determine the user’s interests based on
user’s browsing history over a predetermined recent period of
time.

14. The apparatus of claim 9, wherein the data processing
unit is configured to determine each of the initial interest
scores and the friend’s scores corresponding to one of the
user’s interests using a ratio of a time spent on browsing
content related to the corresponding one of the user’s interests
and a total browsing time.

15. The apparatus of claim 9, wherein the user’s interests
are structured as domains up to a first predetermined number
of'domains, and as sub-domains up to a second predetermined
number of sub-domains for each domain.

16. The apparatus of claim 9, wherein data processing unit
is further configured to perform a market study based on the
user’s interest scores.

17. The apparatus of claim 9, wherein data processing unit
is further configured to distribute one or more advertisements
according to a strategy based on the user’s interest scores.
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18. A non-transitory computer readable medium storing
executable codes which when executed on a computer make
the computer perform a method for assessing user interest
scores of users of a mobile network, the method comprising:

for each of a plurality of users,

determining initial interest scores corresponding to
user’s interests and interest scores of friends of the
user for the user’s interests, based on browsing infor-
mation, and

assessing user’s interest scores based on the initial inter-
est scores, the interest scores of the friends and
friends’ influence, wherein the friends’ influence is
inferred based at least on comparing browsing pat-
terns of the user and the friends of the user, respec-
tively; and

outputting a list including a subset of the users selected

based on the user’s interest scores,

wherein

a friend’s influence is positive if user’s recent browsing

pattern is similar to friend’s recent browsing pattern,

if the user’s recent browsing pattern is not similar to the

friend’s recent browsing pattern, a friend’s influence for
a specific interest is negative if the user’s initial score for
the specific interest is larger than friend’s initial score for
the specific interest, and is positive otherwise, and

the assessing of the user’s interest scores includes:

calculating an error factor that is equal to one divided by
a number of the friends taken into consideration;
for each interest and each friend, calculating a friend’s
contribution to a user’s interest score for the interest
as follows:
if the user’s recent browsing pattern is similar to the
friend’s recent browsing pattern, the friend’s con-
tribution is an average between a friend’s interest
score for the interest and the error factor;
if the user’s recent browsing pattern is not similar to
the friend’s recent browsing pattern, the friend’s
contribution is (A) equal to the error factor if the
friend’s interest score for the interest is larger than
the initial interest score for the interest, and (B)
equal to negative of the error factor otherwise; and
for each interest calculating the user’s interest score as a
sum of'the initial interest score for the interest and, for all
the friends considered, the friend contribution to the
user’s interest score for the interest.
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